
CS221 Final Exam Review
Week 10



Exam topics
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● CSPs
● Markov networks
● Bayesian networks
● Logic



Questions encountered
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● What is the difference between a Markov net, Bayesian net, HMM 

and Markov model?

● Why Gibbs sampling? How to compute P(x
i
 | X

-i
)?

● What is the FB algorithm? What does F and B mean? Why is it 

prob? Why do we only we use it for HMMs?



Outline
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● Markov networks vs Bayesian networks vs Markov models vs HMMs
● Markov networks

○ Gibbs sampling

● Bayesian networks
○ Forward backward algorithm

What are we leaving out?

● More about Bayesian networks - PS week 8
● Logic - PS week 9

https://edstem.org/us/courses/57405/discussion/4988196
https://edstem.org/us/courses/57405/discussion/5006317


Outline
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● Markov networks vs Bayesian networks vs Markov models vs 
HMMs

● Markov networks
○ Gibbs sampling

● Bayesian networks
○ Forward backward algorithm



All the different nets
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Markov networks: g = P when 
normalized, f

i
’s >= 0

Bayesian networks: g = P, and f
i
’s are 

conditional Ps, hence directed and Z 
= 1



All the different nets
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All the different nets
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Why factorize?
● Simplifies g
● Reduced # params
● Table size: O(|domain|4) 

reduced to O(|domain|3)



Outline
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● Markov networks vs Bayesian networks vs Markov models vs HMMs
● Markov networks

○ Gibbs sampling

● Bayesian networks
○ Forward backward algorithm



Markov nets

10

x
3

x
1

x
2

x
4



Markov nets
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Markov nets
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Markov nets
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Markov nets: Why Gibbs?
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● Compute P(x
i
) using P(x

i
 | X

-i
) instead of summing over X

-i

For more practice on Gibbs sampling: refer PS week 7

https://edstem.org/us/courses/57405/discussion/4966763


Outline
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● Markov networks vs Bayesian networks vs Markov models vs HMMs
● Markov networks

○ Gibbs sampling

● Bayesian networks
○ Forward backward algorithm



Forward backward algorithm
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● Compute P(h
i
 | e’s)

● Applicable only to HMMs or similar
● What special about markov models?

○ One parent for each node

Intuition:

F(h
i
) = P(h

i
,e

i
|e
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)

B(h
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) = P(e

>i
|h
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)
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) x P(e

>i
|h

i
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For more details refer: wiki

https://en.wikipedia.org/wiki/Forward%E2%80%93backward_algorithm


Problem: P2, Winter 2021 Exam 2

C
X

C
Y

Gambling 
Machine

?

Pick a coin Toss it

H / T ?

P
0
(C

X
) = 𝝺

0

With probability 𝝺 coin 
at “t” is same as “t-1”

P
C
(H) = p

C



How does the bayesian net look?



Inference: FB in practice
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● Stop after two steps, observe {H,H}



Inference: FB in practice

20

● Stop after two steps, observe {H,H}
● Draw FB lattice representation



Inference: FB in practice
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● Stop after two steps, observe {H,H}
● What are the weights of edges?
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Inference: FB in practice
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● Stop after two steps, observe {H,H}
● Compute forward passes and backward passes
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Inference: FB in practice
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● Stop after two steps, observe {H,H}
● Compute forward passes and backward passes

For more about Bayesian networks: PS Week 8

https://edstem.org/us/courses/57405/discussion/4988196


Bayesian Networks
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● Key Concepts to review:

○ Exact Inference

○ Sampling

○ Probability: conditional independence, Bayes theorem.
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Bayesian Networks Inference
Joint distribution: the chain rule + conditional independence gives us a general way to 
compute joint distributions:

- Example: 𝑃(s, c1, t, c2) = 𝑃(s) 𝑃(c1) 𝑃(t | c1)𝑃(c2 | c1)

Cavity

CatchToothache

Snake 
Encounter

P(S)

P(T | C_1) P(T | C_2)

P(C_1)



Gibbs Sampling
all variables except X_i
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Markov Blanket and Gibbs Sampling
- Problem: How do we sample from 𝑃(𝑋𝑖 | all other nodes in Bayes Net)?

- We actually only have to worry about a smaller subset of nodes

- A random variable is conditionally independent of all other nodes given its Markov 

blanket: parents, children, children’s parents

- To sample from 𝑃(𝑋𝑖 | 𝑚𝑏(𝑋𝑖)) , compute 𝑃(𝑋𝑖, 𝑚𝑏(𝑋𝑖)) and normalize



Bayes Nets Problem
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Bayes Nets Problem
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Bayes Nets Problem 
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Bayes Nets Problem 
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Bayes Nets Problem 
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Problem 2
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Constraint Satisfaction 
Problems
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36
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Pick an ordering

Figure out how good your 
variable assignment is

Prune domains based on 
selection

Recurse
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(1) How do we pick next variable?
(2) How do we pick next value?

(3) How do we lookahead?



Most Constrained Variable
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(1) How do we pick next variable?



Ordering Values of a Variable
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(2) How do we pick next value?



CSP Heuristics
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Most constrained variable (MCV):

● Must assign every variable

● If going to fail, fail early ⇒ more pruning

● Most useful when *some* factors are constraints

Recall: constraints

A constraint is a factor where some setting of the variables will 
cause it to take on a value of zero!

(1) How do we pick next variable?



CSP Heuristics
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Most constrained variable (MCV):

● Must assign every variable

● If going to fail, fail early ⇒ more pruning

● Most useful when *some* factors are constraints

Least constrained value (LCV):

● Need to choose some value

● Choose value that is most likely to lead to solution

● Most useful when *all* factors are constraints

Recall: constraints

A constraint is a factor where some setting of the variables will 
cause it to take on a value of zero!

(1) How do we pick next variable?

(2) How do we pick next value?



CSP Heuristics
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Most constrained variable (MCV):

● Must assign every variable

● If going to fail, fail early ⇒ more pruning

● Most useful when *some* factors are constraints

Least constrained value (LCV):

● Need to choose some value

● Choose value that is most likely to lead to solution

● Most useful when *all* factors are constraints

Note: These heuristics are most useful in general when we don’t need to find the optimal solution, 

such as when factors do not have weights (thus any final solution is optimal)

(1) How do we pick next variable?

(2) How do we pick next value?



Arc Consistency
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(3) How do we lookahead?
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(3) How do we lookahead?



46

or AC3)
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Alternatives to Backtracking: Beam Search
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Alternatives to Backtracking: Beam Search

Note: we still have a choice of 
variable ordering!



Alternatives to Backtracking: ICM
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• ICM: start with a random complete assignment. Repeatedly loop through all the variables X_i.

• On variable X_i, we consider all possible ways of re-assigning it Xi : v for v ∈ Domaini, and choose 

the new assignment that has the highest weight.

• We represent each step of the algorithm by having shaded nodes for the variables which are fixed 

and unshaded for the single variable which is being re-assigned.



CSP Problem
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CSP Problem
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CSP Problem
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CSP Problem
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CSP Problem
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Logic



Logic
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● Key Concepts to review:

○ Propositional Logic (KB, etc)

○ FOL Semantics

○ Logical Inference



Syntax of Propositional Logic
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First-Order Logic
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● The expressive power of Propositional Logic is limited. For example, it cannot express expressions 

such as “for all” or “for some”. It is also difficult to express relationships.

● First Order Logic (abbreviated as FOL), also known as predicate logic, combines quantifiers and 

predicates for a more powerful and compact formalism.

● You should be comfortable with translate sentences into first-order logic!



Knowledge Base
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Entailment
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M(f) must be the superset!



Contradiction
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Intersection is the empty set



Entailment & Contradiction
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Contingency
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The intersection 
is not in M(f) nor 
M(KB)!



Satisfiability
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Logic Problem
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Logic Problem
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Logic Problem

67



Logic Problem
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Logic Problem
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Logic Problem
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Logic Problem
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Thank you! 

Good luck on the exam!


