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Outline

● MDPs as a model
● What can we do with MDPs?
● Algorithms to solve problems related to MDPs
● Problem discussion



Search vs MDPs

● States
○ Start State

● Actions
● Goals
● Costs
● Successors

● States (S)
○ Start state

● Actions (A)
● Goals
● Rewards (R)
● Transitions (T)
● Discount factor (𝛾)



MDPs (Markov Decision Processes) Modeling
● In Markov decision processes, agents take actions, move from state to state according to a transition 

function, and receive rewards along the way

Set of states 𝑆 and set of actions 𝐴

▪ 𝑆 may include initial and/or terminal states

Transition function 𝑇: 𝑆 × 𝐴 × 𝑆 → [0,1], where 𝑇(𝑠, 𝑎, 𝑠′) = Pr(𝑠′|𝑠, 𝑎)

▪ Also called the model or dynamics of the problem

Reward function 𝑅: 𝑆 × 𝐴 × 𝑆 → ℝ, written as 𝑅 (𝑠, 𝑎, 𝑠′)

Why is it called “Markov”? → Past states do not affect current decision making



MDPs Example

Example borrowed from Prof. Tony Dear, Columbia University Department of Computer Science.



MDPs Example
States: Grid locations (11 in total)

● First two states in column 4 are terminal states

Actions: N, S, E, W (4 for each state)

Example borrowed from Prof. Tony Dear, Columbia University Department of Computer Science.



MDPs Example
States: Grid locations (11 in total)

● First two states in column 4 are terminal states

Actions: N, S, E, W (4 for each state)

Transition function: Intended direction with prob 0.8; otherwise, slip 
left or right with prob 0.1, respectively

● May stay in original state if moving into wall

Rewards: +1 or -1 for moving into terminal states; small negative 
reward otherwise (living reward)

Example borrowed from Prof. Tony Dear, Columbia University Department of Computer Science.



What is a policy?

● Mapping from state to action, for example
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Outline

● MDPs as a model
● What can we do with MDPs?

○ Evaluate a policy
○ Find an optimal policy while being able to exploit - Life :)

● Algorithms to solve problems related to MDPs
● Problem discussion



1. Evaluate a given policy

● Given policy ℼ, compute “how good” the policy is (aka value)
● The value of a policy at a state is the expected utility.

● Related concept: Q value
○ Q𝛑(s,a) = Σ T(s,a,s’) [R(s,a,s’) + 𝛾 V𝛑(s’)]



Outline

● MDPs as a model
● What can we do with MDPs?

○ Evaluate a policy
○ Find an optimal policy while being able to exploit - Life :)

● Algorithms to solve problems related to MDPs
● Problem discussion



2. Find an optimal policy

● Given MDP M, find a policy ℼ* with highest value function V*
● i.e.

○ V*(s) >= V𝝅(s)    … for all the states s



Outline

● MDPs as a model
● What can we do with MDPs?

○ Evaluate a policy
○ Find an optimal policy while being able to exploit - Life :)

● Algorithms to solve problems related to MDPs
● Problem discussion



Algorithms
MDPs

Computing value 
of a given policy

Finding optimal 
policy

Model is unknown
● Model based 

Monte Carlo
● Q-learning

(need a policy 𝛑act)
how to choose one?

Model is known
● Value 

iteration

Model is unknown (RL)
● Model free Monte 

Carlo
● SARSA

Model is known
● Bellman’s 

equations



Algorithms
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How to choose policy 𝛑act 

● Greedy choice - choosing the optimal action (sub optimal result, as 
it does not explore enough)

● Random choice - estimates of Q values are good, but utility is bad
● Epsilon greedy - an interpolation between the two

○ Randomness allows for exploration
○ Exploitation leads to higher utility



Problems








































































































