
CS221 Problem Workout
Week 8



Introduction

HW OH: Wednesdays   3:30-5:30 Huang    
HW OH: Sunday            2:00-3:00 Online

Jeremy Kim
Jenn Grannen

General OH: Mondays       9:30-11:00 Bytes + Zoom
        HW OH: Fridays          9:30-11:00 Huang Basement



Outline

● HMM Review

● Bayesian networks: Learning
○ Maximum likelihood
○ Smoothing
○ EM Algorithm

● Problem discussion
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Bayesian networks: Learning

Given local 
probability 

distributions, i.e. 
P(x | parents(x))

Find conditional 
P(Q | E=e)

Given 
observations / 

samples

Find the local 
distributions, i.e. 
P(x | Parents(x))

Inference Learning



Example

Example borrowed from lecture slides
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Maximum likelihood

Slide borrowed from lecture slides
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Smoothing

Why?
● What if count is 0? Should P be 0?

How to solve?
● Initialize all counts with a non-zero constant 𝝺

Observations
● Larger 𝝺 -> more uniform distributions, less influenced by data
● Smaller 𝝺 -> more influenced by data
● Infinite data -> effect of 𝝺 vanishes



Final algorithm

Slide modified from lecture slides

+ 𝝺
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EM Algorithm

Slide borrowed from lecture slides



EM Algorithm

Initialize θ randomly

Until convergence:
# E Step
for each e in Data:

for each h:
q(h; e) = P(H = h | E = e; θ) … inference

# Update table from {e, count(e)} to {(h,e), (q(h; e) x count(e)}
# Now no variables are hidden
# M step
update(θ) using Table {(h,e), (q(h; e) x count(e)} … MLE



Summary

● Given data learn the parameters of bayesian net

MLE
p ∝ count(x

i
; 

parents(x
i
))

Smoothing
p ∝ count(x

i
; 

parents(x
i
)) + 𝝺

EM
Data is incomplete
E step: compute 
counts
M step: MLE
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Problem: P2, Winter 2021 Exam 2

C
X

C
Y

Gambling 
Machine

?

Pick a coin Toss it

H / T ?

P
0
(C

X
) = 𝝺

0

With probability 𝝺 coin 
at “t” is same as “t-1”

P
C
(H) = p

C



How does the bayesian net look?



Learning using EM algorithm

● Data = {H, H, T}
● 𝝺

0
 and 𝝺 are given. To find: p

X
 and p

Y

● Why do we need EM?
○ What is not observed?
○ C

i
 is not observed

● How do we use EM?
○ Compute q(c

i
) using p’

X
 and p’

Y
○ Use ML to update p’

X
 and p’

Y



Given q’s compute update

T=1 T=2 T=3

X 0.1 0.5 0.3

Y 0.9 0.5 0.7

Data = {H, H, T}

Compute:

Ci Oi Count

? ? ?



Given q’s compute update
T=1 T=2 T=3

X 0.1 0.5 0.3

Y 0.9 0.5 0.7

Data = {H, H, T}

Ci Oi Count

X H 0.1

X H 0.5

X T 0.3

P(H | X) = p’
X
 

 = (0.1 + 0.5) / (0.1 + 0.5 + 0.3) … MLE



Thank You
54


