
CS221 Problem Workout
Week 7

Content from some slides are inspired by COMS 4701, by Prof. Tony B. Dear of 
Columbia University



Markov Networks
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Marginalization
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- Given a joint distribution, we can find distributions over subsets of
- RVs We can sum out or marginalize irrelevant RVs



Problem 1



Car Insurance Pricing
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Let’s imagine you are buying car insurance. How does the insurance company come 
up with a quote given your profile?
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Let’s imagine you are buying car insurance. How does the insurance company come 
up with a quote given your profile?

Considerations:

- Pricing model should reflect your driving history, vehicle condition, etc
- Observable variables: age, driving record, vehicle make model.
- Unobservable variables: liability cost, medical cost, etc
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Bayesian Networks
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• Handle heterogenously missing information, both at training and test time

• Incorporate prior knowledge (e.g., Mendelian inheritance, laws of physics)

• Can interpret all the intermediate variables

• Precursor to causal models (can do interventions and counterfactuals)



Bayesian Networks
Bayesian network: A directed acyclic graph (DAG) representation of a 
distribution

- Each node corresponds to a random variable
- Each edge indicates influence or correlation (sometimes causation)
- Parameters of the Bayes net: A conditional probability table for 

each node
- The table for a node 𝑋_𝑖 contains the values 𝑃( 𝑋_𝑖 | 𝑝𝑟𝑒𝑛𝑡𝑠( 𝑋_𝑖 ) )
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Car Insurance Pricing - Inference
How to compute the conditional probability of the unobservable variables: 
liability cost, medical cost, etc, conditioned on observable variables: age, 
driving record, vehicle make model
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Bayesian Networks
Joint distribution: we use conditional independence to compute joint 
distributions.
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Bayesian Networks Inference
Joint distribution: we use conditional independence to compute joint 
distributions.

- Example:
- 𝑃(𝑤, ᬁ1, 𝑡, ᬁ2) = 𝑃(𝑤) 𝑃(ᬁ1) 𝑃(𝑡 | ᬁ1)𝑃(ᬁ2 | ᬁ1)
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Bayesian Networks Inference
Joint distribution: we use conditional independence to compute joint 
distributions.

- Structure of the Bayes Net reveals relations between variables.
- Given a table for P(Trivia Score | Hours Studying), can infer Hour Studying is 

parent of trivia score!

Trivia 
Score
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Hours 
Studying

Trivia Crack 
Ranking

Respect Among 
Friends

Pickleball 
Score



Conditional Independence
- We know that a node is independent of its “ancestors” given all its parents
- More generally, a node is independent of its “non-descendants” given its parents
- These imply several local conditional independences that can be inferred from Bayes net 

structure only
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Probability essentials
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- Conditional probability

- Product rule 

- Chain rule

- X, Y are independent iff:

- X and Y are conditionally independent given Z iff:

- Bayes rule
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Problem 2



Sampling
- Motivation: Exact inference becomes impossible when we have too many variables
- Sample the Bayes net using the known conditional probability tables
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Gibbs Sampling
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- Problem: How do we sample from 𝑃(𝑋𝑖 | all other nodes in Bayes Net)?



Special Case of Bayes Net: HMM

- Hidden Markov model: A Markov process with hidden states 𝑋_𝑡 and 
observable evidence variables 𝐸_𝑡

- Initial belief state: 𝑃(𝑋0)
- Transition model: 𝑃(𝑋_𝑡|𝑋_𝑡−1)
- Observation model: 𝑃(𝐸_𝑡|𝑋_𝑡)
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HMM Inference
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Problem 3
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Problem 3
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Thank You
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